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ABSTRACT
A method of interpolation has been derived that

shoul be superior: to linear interpolation in computing the
percehtile ranks of test scores for unimodal score. distributions, The,
superiority of the logistic interpolation over the linear.
interpolation is 'Bost noticeable for distributions consisting of only
a small number of score intervals (say.fewer than 10) , particularly
distributions that are relatively unskeied. Logistic interpolation
thus should be useful in practical situations in which percentile

franks of number right scores must be estimated from very coarse
/ groupings. The logistic method may akso be applied to distributio s

of formula scores. However, the method' should probably not be used
6 f9r unsmoothed distributtons of formula scores unless it is desired
to smooth out the peaks and valleys that result frol rounding scores
to integer values. The usefulness of logistic interpolation in
computing percentile ranks for test score distributions is
illustrated using three score ditstributions for item analysis samples
from 19/4 Law School Admissions tests (LSAT). (Author/MG)
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Use of the Logtstic Model' as an Alternative to Linear

Interpolation for Computing Percentile Ranks

The usual method of.compuiling percentile ranks for test scores

lear interpolation.:`: For this method it is assumed that the ,scores are

distributed uniformly throughout the score interval. One formula for

computing percentile ranks in this way is
0

- x
PR(x). =

p1 - x ;111

(1) .

u 1

where ux is the. score for whicittfie percentile rank is to be computed,

x
1

is the lower theoretical limit of the. score interval,

0

X
u
is the upper theoretital limit of the score interval,(

pris the percenttige of the cases scoring below the lowest score

in the interval and

yu is the percentage of thqcases scoring below the lowest score

in the next higher interval. ,

In this paper we consider the logistic distribution function as an"

alternative to (1).Vormula (1) is known to yield percentile ranks that

are too low above the mode,and too high below the mode of a continuous

a

unimodal dAtribution. The reason for thid bias is that .above the mode the

score density is greater ins the lower put of the, interval than in the,upper

pant of the interval, and, conversely, below.the'mode the score density is

greater in the upper part of the interval. If the gcore interval in which

interpolation is used is small, the assumption of a uniform distribution

0
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of scores in the interval results in negligible bias, and linear tnterpolati
I

.

and the alternative proposed hete will give nearly identical results. However)

I L .

.

I'

there are other instances in which the logistic interpolation yields results

superior'.to linear interpolation. The are illustrated in the second section .

y
.

of the paper.
A.

Theoretical Considerations
.r

The logistic cumulative distribution function, which.4try near coincides

with the normal ogive model ,.(Lord and Novigk, 1968),.has a closed ,mrhematical
1

C.

form that makes it convenient to apply. This funct is

.
R,= L(y) = 1/(1 + eY) ,.- co < y < m . (2)

.,.
.

The invqrSe function

!

is .

%ID

-1
y L (p) = ln[p/(1 - p)] ,,0 <'p < 1 . 1(3) tt

1
11

.

If we substitute p = pd and p = p1 in (9 we can determine the corresponding ~'

yu and yl Then we can find, the y in this interval that,correopoinds to x

in (1). 'Thus,

/ yu.= L-1(P) ° in[Pu/(1 Pu)]

y1
-1 (p) = ln[pi/(1 - p1)] , and

%x - x
1

y Y1 + x
u

- x
1

(Yu Yl)

The formula for computing the percentile rank for score x

by (2).
(

Since anip/(1 - 13) ] is undefined for p =:. 1 and P - 0 , which corr46ond
. \

o the upper and lower theoretical limits of the highest and lowest obtained

14

v

°Core intervals, reopecti elytwe report to a practical rule ouggeoted by M. S.

c

Bartlett (1947, p: 46 .in these inttances, namely, oubotituting 1/4n for 0

14
t

eta given

(4)

(5)

(6)

4
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, .and - 1/4n) for 1.00. ,Other working values, slip as 1/2n and (1 -1/20,

might also,be used (Berkson, 1955). We can then use equations'(2) through (6)

as before.

Application to BmRirical,Distributions

To illustrate the usefulnedS of logistic interpolation in computing

percentile ranks for tent score distributions, we use threescore distributions

for.item-analysis samples from the February andDecember 19Z4 administrations

of the LawSchool Admissions Test (LSA1): one negatively akeiAled, one positively
As

skewed, and one relatively unokewed. These threeedistributiond are based on

the number-right scores from the 35-item Data ItTrpretation section of the

February 1974 LSAT and the 30-item Data Ineevretation and .Sentence Correction

sections of the December 1974 LSAT. Table 1 gives the one-point interval

distributions and summaryi,statisti / a for all t4rde scores. 51streco was

computed by the formula

s c' [E(x )
3
]/11 x

3

Percentile ranks were computed by both linear and logistic interpolation'for

all scores in the obtained score range for one-point (0, 1, 2, three-
.

A
t

point (0-2,23-5, and sin-point (0-5, 6-11, interval distributions.

.......... .

Insert Table 1 about here

The results are shown in T4le 2 and Figures 1 through 6. Since the

percentile ranks deiived by the two methods for one -point intervalAistributions

were virtually undistinguiphable:only the percentile ranks computed by linear

interpolation are given in We figures and were the base against which the, .

ether percentile ranks were compared.

t)

'
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40
YInoert Table 2 and Figuxes 1-6 about here

ft is clear from the fidreo that when 10 or more °cora intervals are

_used, there io little to in from 'using the logistic method. HoweVer, for

- .

the oils -point interval diotributiono (six categories) the logistic method

yields percentile ranko that are much clooer to the baoeline. The logistic

method works exceedingly well for a relatively unokew&1 diotribution (see

Figure 2). Figureo 4 and 6 oliow that the percentile ranko for ocored'-at the

high end of the odor?, range are too high when the diotributionio negatively

okewed. <Correopondingly, the percentile rankb Tare too low for ocoreo at the

low end of the ocore range when the.diotribution io pooitively okewed.

study of the figures ouggeoto that an. average of the logistic and linear

reoultb might correct thin bias. 0

Conclusion

A method of interpolation hao been derived that ohould be superior to
tt

linear intprpolation in computing the percentile 'ranko °hest ocoreo for.
t

unimodel ocore distributiono. ,We have oeen that the superiority Of the

logistic interpolation over the-linear interpolation io moot,nOticeable for

diotributiono conoioting Of onlTa small number of ochre intervals (say fewer

than 10), particularly Oiotributiono that are relatively unokewed. Logistic

interpolaeiT1 thus ohould be tioeful in practical oituationo in which percentile

ranko ofnumber right ocoreo must be eotimate4,from very coarse groupings.
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1.

logistid method may also lie applied to distributions of formula' scores:

However, the method'bhould probably not be used for unsmoothea distributions

of formula scores unless it is .desired to smooth, out the peaks,anavalleys
00

that result from rounding scorett© intOger values.

0

ti .

1

0
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Table 1

Distribution of Sectioil Scores from

the F,Oruary'1974 and DeceMber 1974 Administrations

of'the Law School Admissions Test

Score

I

DatapInterpretation-' Data Interpretation 'i"Sentence Correction

(February 1974) (December 1974) (December 1974)

,/ Frequency

e34 1

,33," ' '1 1

10

31 13

30 16
2p 25

28 22
_

27 28

26 49

25 53

24 68

23 74

22 84

21 111

1 20 112

19 147

18 104
17 106
16 116
15 106
14 92

13 66

12. 455

11 44

10 41
31

3 13
7 9

6 "0

5 10
.4 1

3 2

2

" 0

1625
Mean 10.43

S.D. 5.40
Skewness 0.07

Median 18.51

R

Percent.
Below Frequency

Percent
Below

' it

Frequency
Peicpnt
.Below

ZP.9
99.9
99.3
98.5

- 9'7.5 3 99.8 1 09.9

95.9 5 99.4 a 99.5

94.6 5 99.0 20 98.3

92.9 R. 13 98.1 38 96.0

89.8 14 97.0 60 92:4

86.6 19" 95.6 71 88 41

82.4 29 93.5 95 62:5

7.8 t 31 91.? 116 75.5

72.7 45 87.8 140'. 67.1

65.8 37 85.1 142 -1 58.6

59.0 53 61.1 146 49.9

49.9
43.5

70 75.9
68.9

J .143
137

41.3
33.1

37.0 61.9 111 26.5

99 54.6 111 19.8

23.2, 118--1- 45.8 89 14.5

17.5 102-, 38.2 86 9.3

13.5 102 30.6 44 6.7

10.1 97 23:4 28 5.0

7.4 80 17.5 27 3.4

4.9 74 12.0 22 1.1

3.0 63 7.3 13` 1.3

1.8 48 3.7 8 0.8

1.3 27 1.7 2 0.7

0.8 13 0.7 5, 0.4

(.2 5 0.4 2 0.3

0.1' 2 0.2 4 0.1

0.0 1 0.1 0 0.1

'2 0.0 0 0.1

0 4 0.1

1 0.0

1345 1670

15.29 19.27

4.92 4.46

0,35 -0.38,,

14,98 49.5r

9
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1 001E Table 2

Percentile Rank° for Splected.G'coreo on LSAT Section°

by Size of Scoro Interval and Type of Interpolation

4

One-PoinOntervalo Three-Point Interval° Six-Point Interval°

Score Linear Logiotic Linear Logiotkc Linear Logiotie.

Rate Interptetation.(February 1974)

28 95.26 95.31 95.17 95.73 93.71 95.0

22 75.26 75.35 74.12 75.03 72.68 , 74.g8

16 '33.42 33.32 33.35 32.54 35.15 32.24

10 6.12
.
6.00 6.52 5.52 i 7.77 5.49

4 0.15 .15 0.40 0.11 0.40, 0.11

Data Interpretation (December
II

28 99.22 99.24 98.92 99.34 98.20 99.47

22 89.48 89.60 89.26 90.02 87.32 89.97

16 58,25 58.30 57:;6 57.79 57.55 57.47

10 14 72 14.51 1545 13.42 17.75 10.79

4 0.30 0.29 0.45 ,40.33 0.46. 0.19 .

Sentence.Correction (December 1974)

28 98.86 99.03 97.96 99.50 95.57 99.7.4

22 71.32 71.50 70.54 72.07 70.12 72.81

16 23.14 22.98 23.80 22.46 26.09 '22.07

i 10 2.75 2.68 3.17 2.59 3.80 2.74

4 0.18 0.13 0.24 4. 0.16 0.31 0.18

O
4.



Figure captiono

Figure 1. Comparioon of lineay an logiotic interpolation for

February 1974 LSAT Data Interpretation ocoreo grouped into three-point

3

interval°,

Figure 2. Comparison of linear and logiotic interpolation for

February 1974 LSAT Datd Interpretation ocoreo grouped into nix -point

aN V
intervalo. a

'Figure 3, Comparison of linear and logiotic interpolatibn for

December 1974 Data Interpretation ocoreo grou d into thre

intervals.

Figure 4. Comparison of lin

December 1974- Data Interpre

inttrvalo.

Figure 5.

December 1974

interval°.

Figure 6.

December 1974

interval°.

r and logiotic interpolation for

tion ocoreo grouped into pin-point

omparioon of linear and logiotic interpolation for
A

Sentence Correction ocoreo grouped into three-point

Comparioon of linear and logiotic interpolation for
%

Sentence Correction. ocoreo grouped into oinpoint

'0
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